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ObjectStar applications. And to top it o�, there was a lack of clarity on vendor support 
from ObjectStar after 2020.
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14 countries across the continent, was using a medical fee application to 

maintain details pertaining to medical practitioners, 
manage tari� and test codes,
capture and validate tests manually,
upload tests in bulk using batch jobs,
make payments to doctors and pathologists,
generate correspondence of payments made to practitioners, and 
produce accounting and management information system (MIS) reports.

As the system was built on ObjectStar, a legacy technology stack, the company was 
facing a whole host of challenges: high maintenance cost, lost-opportunity cost, 
compliance and maintenance issues, insu�icient organizational agility and e�iciency, 

Reverse engineering by performing technical analysis of the existing application 
and validation of the same from user groups during 8-10 discovery workshops
Division of the application into two parts: online application and back-end processing
Creation of an AWS-native architecture, leveraging AWS best practices
Thorough testing strategy involving 800+ test cases and data migration 
Deployment strategy covering technical and production go-live to minimize impact
Involvement of business users at every sprint to get feedback during the early stages
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integrations, and business logic. Finally, we enabled integration with external systems 
and seamless data exchange between the new and old medical fee systems.
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We deployed the new system code on three di�erent environments on the cloud, 
before migrating the legacy system’s data to the cloud. As the legacy system had a 
large amount of data and limited support from the cloud service provider, we used 
open-source tools and techniques to ensure the data was migrated accurately.

Next, we conducted business user testing to ensure that it met all the requirements. 
We also conducted systems integration testing, performance testing, security testing, 
and disaster recovery testing to ensure the system could handle increased loads 
during peak times.

Step 4: Phase-wise go-live
Phase 1: Authorization and authentication by a secure server 
Phase 2: Technical release
Phase 3: Product release
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Solution enablers

PING/active directory (AD) was used for configuring, authenticating, 
and providing authentication details of the logged-in user.
Amazon API Gateway was used for all REST (JSON) endpoints 
directly accessible to web, mobile, and other channels.
Amazon Elastic Load Balancing (ELB) was used to automatically 
distribute incoming application tra�ic across multiple targets and 
virtual appliances in one or more availability zones (AZs).
Angular 13.x and Node 16.x was used to develop a 
single-page application.
Java 11, Spring boot 2.x, Microservices, Amazon Elastic 
Container Service (ECS), and Spring Batch was used for all new 
services to be developed for any channel or for migrating existing 
services — where services can be containerized and the containers 
can be managed through ECS.
Amazon Elastic Compute Cloud (EC2) was used to provide 
secure, resizable compute capacity in the cloud and make 
web-scale cloud computing easier for developers.
Amazon Relational Database Service (RDS) – PostgreSQL 
(transactions database) was used to act like a write cache and hold 
the transactions from the digital platform, before sending to the 
respective business systems.
Amazon CloudTrail was used to provide visibility into user 
activities by recording actions taken on your account.
Amazon Batch was used to enable developers and engineers to 
run hundreds of thousands of batch computing jobs on AWS easily 
and e�iciently.
Amazon CloudWatch was used to monitor the complete stack 
(applications, infrastructure, network, and services) and use alarms, 
logs, and events data to take automated actions and reduce mean 
time to resolution (MTTR).
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Impact
A future-ready IT ecosystem 

40 percent reduction in CAPEX
20 percent improvement in batch runs
37 percent lower operational costs

Business outcomes:
The legacy-modernization solution enabled greater user experience, scalability, 
operational e�iciency, and cost -e�ectiveness. All of this resulted in heightened 
productivity and future-readiness.


